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## Abstract:

Two-dimensional immersed boundary simulations were performed to determine how stroke plane angle and wing flexibility affect aerodynamic efficiency and energy efficiency for the smallest flying insects (here boundary refers to the boundary of the elastic structure immersed in the fluid). Extensive experimental data pertaining to small insect flight is unavailable due to the difficulties associated with directly observing the flight of the smallest insects and therefore, their flight mechanisms are still largely unknown. The immersed boundary method was used to solve the fully coupled fluid-structure interaction problem of a flexible wing immersed in a two-dimensional viscous fluid. We considered five different strokes: a horizontal stroke, three different hybrid strokes, and a vertical stroke. We also considered five different wing flexibilities ranging from rigid to highly flexible. Aerodynamic efficiency was defined as the ratio of the average vertical force coefficient to the average total force coefficient and energy efficiency was defined as the ratio of the average vertical force generated by a wing to the average power delivered by the wing to the surrounding fluid. The results indicate that at Reynolds numbers (Re) relevant to small insect flight (4-60), both aerodynamic efficiency and energy efficiency decrease with increasing stroke plane angle regardless of wing flexibility.

[^0]At Re pertinent to small insect flight, a rigid wing is aerodynamically as well as energetically more efficient than flexible wings at all stroke plane angles. This suggests that a rigid wing with a horizontal stroke could be aerodynamically as well as energetically the most efficient wing flexibility and stroke plane angle combination in the flight of the smallest insects.
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## Introduction

Insect flight has been a topic of interest for biologists and physicists for more than a century (Wang, 2005). There are several reasons why research pertaining to insect flight is considered important. For instance, insect flight research can aid in the understanding of the mechanisms that govern insect dispersal by flight. Dispersal is an important topic in entomology and its understanding can facilitate progress in the areas of population genetics, biogeography, pest management, and biodiversity among many others (Naranjo, 2019; Bodino et al., 2021; Cameron et al., 2013). The smallest flying insects are of significant agricultural importance and understanding their flight mechanisms may aid in the biological control of agricultural pests (Jones et al., 2015). For instance, the smallest flying insects include parasitoid wasps which are well-known biological control agents for arthropod pests in agricultural and forest ecosystems (Wang et al., 2019). A comprehensive understanding of the aerodynamics of parasitoid wasps could lead to better strategies for the control of arthropod pests. Thrips are another class of smallest insects that are known to infect cotton seedlings in the United States and are a huge challenge to deal with for growers (Cook et al., 2011). Insights into their flight mechanisms could assist in the development of techniques for limiting the damage they cause to agricultural crops. Engineers are also interested in insect flight research because of its utility in the design of micro-aerial vehicles (MAVs). In recent years, bioinspired flapping-wing MAVs have been developed, thus, demonstrating the feasibility of flapping wing drones whose sizes are like those of insects (Liu et al., 2016). As can be deduced, research related to insect flight is of both agricultural and engineering importance.

| List of Symbols |  |  |  |
| :---: | :---: | :---: | :---: |
| $R e$ | Reynolds Number | $k_{s}$ | Spring Stiffness |
| $\rho$ | Fluid Density | $R_{L}$ | Spring Resting Length |
| $\mu$ | Dynamic Viscosity | $E_{\text {spring }}$ | Spring Elastic Potential Energy |
| $c$ | Wing Chord Length | $F_{\text {spring }}$ | Spring Deformation Energy |
| U | Wing Tip Velocity | $k_{N I B}$ | Non-invariant beam bending stiffness |
| $A_{\text {o }}$ | Stroke Amplitude | $\mathrm{F}_{\text {beam }}$ | Non-invariant beam deformation force |
| $f$ | Stroke Frequency | $\delta(\mathbf{x})$ | Two-Dimensional Delta Function |
| $\beta$ | Stroke Plane Angle | $\mathbf{X}(n, t)$ | Cartesian Coordinates of the Material Point |
| $\alpha$ | Angle of Attack | $U_{\text {max }}$ | Maximum Velocity of the Wing Chord Center |
| $\alpha_{0}$ | Mean Angle of Attack | $U_{\text {rms }}$ | RMS Velocity of the Wing Chord Center |
| B | Rotation Amplitude | $F_{V}$ | Vertical Force |
| x | Eulerian Position ( $x, y$ ) | $F_{H}$ | Horizontal Force |
| $\mathbf{u}(\mathbf{x}, t)$ | Fluid Velocity | $C_{V}$ | Vertical Force Coefficient |
| $\mathrm{p}(\mathbf{x}, \mathrm{t})$ | Fluid Pressure | $C_{H}$ | Horizontal Force Coefficient |
| $\mathrm{f}(\mathbf{x}, \mathrm{t})$ | Force per unit area | $C_{T}$ | Total Force Coefficient |
| $\mathbf{F}(n, t)$ | Force per unit length | $\overline{\bar{C}}$ | Average Vertical Force Coefficient |
| $n$ | Lagrangian Position | $\overline{C_{H}}$ | Average Horizontal Force Coefficient |
| $t$ | Time | $\overline{C_{T}}$ | Average Total Force Coefficient |
| $\mathrm{X}_{\mathrm{M}}$ | Lagrangian Point Coordinate | $P$ | Power delivered by the wing to the fluid |
| $\mathbf{X}^{\text {M }}$ | Target Point Coordinate |  |  |
| $\mathrm{X}_{\text {SL }}$ | Slave Node Coordinate |  |  |
| $k_{T}$ | Stiff Spring Stiffness |  |  |
| $\mathrm{F}_{\text {T }}$ | Stiff Spring Deformation Force |  |  |
| $E_{T}$ | Stiff Spring Deformation Energy |  |  |

It has been known for a long time that the aerodynamics and flight dynamics of insect llight are significantly different from those of fixed-wing aircraft (Wang, 2004; Ellington, 1999). Fixed-wing airplanes generally execute steady, level flight at small angles of attack and therefore, primarily utilize aerodynamic lift to generate the weigh-supporting vertical force.

It has been observed, however, that insects pitch their wings at large angles of attack to remain airborne (Wang, 2004). This, coupled with the fact that insect flight is unsteady, requires us to move away from classical aircraft aerodynamics and develop novel techniques for understanding insect flight (Ellington, 1999). A variety of experimental studies (Jensen, 1956; Cloupeau et al., 1979; Wilkin and Williams, 1993; Hollick, 1940; Nachtigall, 1973) and theoretical analyses (Demoll, 1919; Weis-Fogh and Jensen, 1956; Von Holst and Kuchemann, 1942) have been carried out in the past century to try and unravel the complexities of insect flight. Most of the early theoretical work was based on quasi-steady analysis where the main assumption is that the instantaneous forces on a wing are determined by its current state of motion and are independent of its flight history.

Multiple experimental studies (Cloupeau et al., 1979; Wilkin and Williams, 1993; Dudley and Ellington, 1990; Vogel, 1967) have proved that this approach fails to explain the flight strategies employed by insects. More recent theoretical work has focused on important unsteady phenomena in flapping flight aerodynamics such as leading-edge vortex (LEV) to shed light on the aerodynamics of insects and birds (Nabawy and Crowther, 2017; Eldredge and Jones, 2019). Such theoretical work produces low-order analytical models that provide insights into the flow physics of flapping light that are not available from higher-order computational methods (Nabawy and Crowther, 2017). Here order refers to the complexity of the model. A low order model is a simplification of a high-fidelity complex model. Along with more accurate theoretical models, many other methodologies have been developed and utilized to probe insect flight.

Computational fluid dynamics tools have been developed and employed to reveal the three-dimensional aerodynamics of insect flight. Their emergence was accompanied by the development of novel experimental techniques for probing insect flight (Ellington et al., 1996; Dickinson et al., 1999). All these developments have contributed immensely to our understanding of flight techniques employed by insects ranging in size from Drosophila to dragonflies. However, we haven't yet developed a comprehensive understanding of flight in the smallest insects. We are only now beginning to understand the flight mechanisms employed by the smallest insects (Williams and Murphy, 2020; Sarig and Ribak, 2021; Burrows and Dorosenko, 2019). It has been observed that the flight mechanisms employed by the smallest insects are significantly different from those employed by large insects (Miller and Peskin, 2004, 2005, 2009; Wang, 2000) and therefore, the smallest insects demand special attention. The flight of the smallest insects is different from that of large insects in that they fly at low $\operatorname{Re}(4-60)$ and flap their wings at very high frequencies - frequencies as high as 400 Hz (Weis Fogh, 1973). At such low Re, viscous effects are quite significant. Here "significant" means that the viscous forces cannot be neglected relative to the inertial forces. The Re is a measure of the ratio of inertial forces to viscous forces in fluid flows. In high Re flows, the inertial forces are significantly larger than the viscous forces and therefore, inviscid flow models and the Euler equations can be utilized to model the flow and obtain quantities like lift and moment coefficients. A low Re indicates that the inertial and viscous forces are of comparable magnitudes and therefore, it becomes essential to avoid using inviscid flow assumptions while modeling low Re flows. A notable example that illustrates this is Lighthill's 1973 paper where inviscid flow assumptions for the clap and fling mechanism at low Re resulted in lower forces than those obtained without making any simplifying assumptions about the viscous effects (Lighthill, 1973).

Experimental data pertaining to flight in the smallest insects is highly limited due to the small size of these insects and the difficulties associated with observing their flight in nature (Sane, 2003). The available experimental data for certain small insects indicates that tiny insects utilize the clap and fling mechanism during flight (Weis-Fogh, 1973; Ellington, 1984; Miller and Peskin, 2009). However, it is not clear if this is the only mechanism employed by the smallest insects.

The lack of extensive experimental data related to small insect flight has sparked debates and led to speculation about the flight strategies employed by these insects (Jones et al., 2015). Lift-based strokes in the horizontal plane and dragbased strokes in the vertical plane have been suggested as possible flight mechanisms. Here horizontal plane is perpendicular to the direction of gravity and vertical plane is parallel to the direction of gravity. Weis-Fogh's 1973 paper popularized lift-based strokes through its description of the clap and fling mechanism (Weis-Fogh, 1973). In this mechanism, the insect "claps" its wings at the end of the upstroke and "flings" them apart at the beginning of the downstroke. At the scale of tiny insects, this motion generates more vertical force coefficient than the wing kinematics utilized by large insects and birds. However, the main issue with this strategy is that to fling the wings apart, very large forces are required at Re relevant to flight in the smallest insects (Miller and Peskin, 2009). The reason for this is as follows: during the fling, the wings are moving rapidly at a high angle of attack, and this leads to the generation of high pressure on the windward side of the wings. Also, the fling leads to the generation of large leading-edge vortices around each wing that are positioned in the vicinity of the leeward side of the wings, and this results in a low-pressure region on the leeward side of the wings. The large pressure difference between the windward and leeward sides of the wings results in a large pressure force acting on the wings which, in turn, leads to a large pressure drag on the wings. Also significant is the large viscous drag acting on the wing due to the low Re . The large pressure and viscous drag together make flinging the wings apart a challenging task. Horridge suggested that the smallest insects might employ drag-based vertical strokes to generate vertical force (Horridge, 1956). Subsequent work emphasized the importance of dragbased strokes in insect flight with Wang's work demonstrating that an idealized dragonfly wing motion supports three-quarters of the insect's weight with drag (Wang, 2004). Similar other studies focused on insect flight have considered high Re and therefore, the low Re regime that is relevant to flight in the smallest insects hasn't been investigated rigorously. A recent study conducted by Jones et al. was focused extensively on the performance of lift and drag-based strokes at low Re with the primary focus being vertical force production (Jones et al., 2015). They had performed their investigations for a rigid and a flexible wing.

A specific flight strategy is a result of compromise among many factors including vertical force generation and therefore, it is important to rigorously investigate other flight factors like stability, aerodynamic efficiency, control, etc. as well (Jones et al., 2015). To further understand flight in the smallest insects, computational fluid dynamics is a convenient tool as it allows for the exploration of a variety of wing kinematics and different combinations of flight parameters which otherwise might be difficult or even impossible to measure directly with experiments.

For our study, we considered four different flexible wings and a rigid wing. We were primarily interested in aerodynamic efficiency and energy considerations. We defined a new dimensional quantity and termed it "pseudo-efficiency". This quantity is equal to the ratio of the average vertical force generated by a wing to the average power delivered by the wing to the surrounding fluid and was used as a measure of energy efficiency. Aerodynamic efficiency was defined as the ratio of the time-averaged vertical force coefficient to the time-averaged net force coefficient. The immersed boundary method was utilized to solve the fully coupled fluid structure interaction problem of a flexible wing immersed in a two-dimensional viscous fluid. For each wing, we conducted a parametric study: Five different stroke plane angles were considered: $0^{\circ}$ (horizontal stroke), $22.5^{\circ}$ (hybrid stroke), $45^{\circ}$ (hybrid stroke), $77.5^{\circ}$ (hybrid stroke), $90^{\circ}$ (vertical stroke). For each stroke plane angle, we varied the Re and for each Re, we calculated the dimensionless forces as functions of dimensionless time (time was normalized using the stroke period). Further, we calculated the aerodynamic efficiency and the pseudo-efficiency as functions of Re for each stroke plane angle. The main objective of this study was to determine how wing flexibility and stroke plane angle affect aerodynamic efficiency and pseudo-efficiency in the flight of the smallest insects.

## Methods

## Prescribed Wing Kinematics:

The wing kinematics utilized in this study are identical to those used in similar previous studies (Wang, 2004; Jones et al., 2015). This was a two-dimensional study and therefore, it would be more appropriate to call the kinematics utilized here as the kinematics of the wing chord. The kinematics of the wing chord were defined as follows: -

$$
\begin{gathered}
{[\mathrm{x}(\mathrm{t}), \mathrm{y}(\mathrm{t})]=\frac{A_{o}}{2}(1+\cos (2 \pi \mathrm{ft}))[\cos (\beta), \sin (\beta)]+\mathrm{C}_{0}} \\
\alpha(\mathrm{t})=\alpha_{o}+\mathrm{B} \sin (2 \pi \mathrm{ft})
\end{gathered}
$$

in which $[x(t), y(t)]$ is the position of the center of the wing chord at time $t, f$ is the flapping frequency, $\beta$ is the stroke plane angle, $A_{0}$ is the stroke amplitude, a ( $t$ ) is the angle of attack of the wing, $a_{o}$ is the mean angle of attack, $B$ is the rotation amplitude, and Co was used to adjust the initial position of the chord. Fig. 1 illustrates a wing stroke that is governed by thiskinematics. For all parameter combinations, the wing chord length $c=0.1 \mathrm{~m}, \mathrm{~A}_{0}=0.25 \mathrm{~m}, \mathrm{f}=1 \mathrm{~Hz}, \mathrm{~B}=\pi / 4$, $a_{0}=\pi / 2$, and $C_{0}=0.2 \mathrm{~m}$ for $x(t)$ and 0.3 m for $\mathrm{y}(\mathrm{t})$. The stroke plane angles $(\beta)$ considered were $0^{\circ}, 22.5^{\circ}, 45^{\circ}, 77.5^{\circ}$, and $90^{\circ}$.


Figure 1. A wing stroke generated by the kinematics described in the methods section. The left part of the figure illustrates the downstroke while the right part illustrates the upstroke. The solid arrows represent the direction of motion of the wing center.

## Numerical Method:

We used an open-source two-dimensional computational fluid dynamics code, IB2d, (Battista et al., 2015, 2017, 2018) based on the immersed boundary method developed by Charles Peskin (Peskin, 1972, 1977, 2002) to conduct our investigations. The immersed boundary method has been used to model and study a variety of fluid phenomena such as dynamics of natural and prosthetic heart valves (Griffith et al., 2009), insect flight (Miller and Peskin, 2004, 2005, 2009), ¡ellyfish swimming (Taheri, 2018), and bacterial flagella (Maniyeri et al., 2012). The Navier Stokes equations (in Eulerian form) that govern the fluid behavior are as follows:

$$
\begin{equation*}
\rho\left(\frac{\partial u}{\partial t}+(\mathbf{u}(\mathbf{x}, \mathrm{t}) \bullet \nabla) \mathbf{u}(\mathbf{x}, \mathrm{t})\right)=-\nabla \mathrm{p}(\mathbf{x}, \mathrm{t})+\mu \Delta \mathbf{u}(\mathbf{x}, \mathrm{t})+\mathbf{f}(\mathbf{x}, \mathrm{t}) \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\nabla \cdot \mathbf{u}(\mathbf{x}, \mathrm{t})=0 \tag{2}
\end{equation*}
$$

Here, $u(x, t)$ is the fluid velocity at position $x=[x, y]$ and time $t, p(x, t)$ is the fluid pressure, $f(x, t)$ is the force per unit area applied to the fluid by the immersed boundary. Eq. (2) is the mass conservation equation for incompressible fluid flow. The equations that govern the interaction between the fluid and the immersed boundary are as follows:

$$
\begin{gather*}
\mathbf{f}(\mathbf{x}, \mathrm{t})=\int \mathbf{F}(\mathrm{n}, \mathrm{t}) \mathrm{d}(\mathbf{x}-\mathbf{X}(\mathrm{n}, \mathrm{t})) \mathrm{d} \mathrm{n},  \tag{3}\\
\frac{\partial X(n, t)}{\partial t}=\mathbf{U}(\mathbf{X}(\mathrm{n}, \mathrm{t}))=\int u(x, t) \delta(x-X(n, t)) \mathrm{d} \mathbf{x}
\end{gather*}
$$

(4)

Here $\mathrm{F}(\mathrm{n}, \mathrm{t})$ is the force per unit length applied by the immersed boundary to the fluid as a function of Lagrangian position $n$ and time $\mathrm{t} . \delta(\mathrm{x})$ is a two-dimensional delta function and $X(n, t)$ gives the Cartesian coordinates at time $t$ of the material point labeled by the Lagrangian parameter n . Eq. (3) applies force from the Lagrangian boundary to the fluid grid, and Eq. (4) evaluates the fluid velocity at the boundary. The boundary is then moved at the local fluid velocity, and this enforces the no-slip boundary condition. Eq. (3) and Eq. (4) couple the Eulerian and Lagrangian variables. In our study, the two-dimensional wing was the immersed boundary.

The forces exerted on the wing by the fluid were non-dimensionalized by $0.5 \rho \mathrm{U}^{2}{ }^{\text {rms }}{ }^{\mathrm{c}}$ where $\rho$ is the fluid density, Urms is the root mean square speed of the center of the wing chord, and c is the chord length. The vertical and horizontal force coefficients are denoted by $\mathrm{C}_{\mathrm{r}}$ and $\mathrm{CH}_{\mathrm{H}}$, respectively, and the total force coefficient is denoted by $\mathrm{C}_{\mathrm{T}}$. The vertical force generated by the wing is denoted by $\mathrm{F}_{v}$ and the instantaneous power delivered by the wing to the fluid is denoted by P . A horizontal bar above these quantities represents their time-averaged value.

## Table 1: Numerical Parameters

| Parameter | Value |
| :--- | ---: |
| Grid Resolution | $256 \times 256$ |
| Length of grid in x direction | 6 c |
| Length of grid in y direction | 6 c |
| Time step (dt) | $1.25 \mathrm{e}-5 \mathrm{t}$ |
| Spatial step size (dx) | $2.35 \mathrm{e}-2 \mathrm{c}$ |
| Final simulation time | 4 t |
| Wing chord length | c |
| Length of Stroke Plane | 2.5 c |
| Fluid density | $3047.62618 \mathrm{~kg} / \mathrm{m}^{2}$ |

We used a chord based Re for our simulations. The Re was defined as follows:

$$
\operatorname{Re}=\frac{\rho U_{\max } c}{\mu}=\frac{\rho \pi f A_{o} c}{\mu}
$$

Here, Umax is the maximum speed of the center of the wing chord during one wing stroke, and c is the chord length. The Reynolds numbers considered in our study are $1,4,16,32,64$, and 128 . The fluid viscosity was varied to alter the $\operatorname{Re}$. The density ( $\rho$ ) was kept constant at $3047.63 \mathrm{~kg} / \mathrm{m}^{2}$. We used an open-source software called Vislt, developed, and maintained by Lawrence Livermore National Laboratory for flow visualization and used the data analysis software within IB2d for performing data analysis on the simulation data (Childs, 2012; Battista et al., 2017). Table 1 summarizes the numerical parameters that were used for the simulations in our study ( c is the chord length and $\dagger$ is the stroke period).

## Grid Convergence Study:

Table 2: Average percent difference in force coefficients over the last two wing beats between different grid resolutions at $R e=128$ and $\beta=0^{\circ}, 45^{\circ}, 90^{\circ}$ for the rigid wing

| $\beta$ | Grids | Average \% Difference $\left(C_{V}\right)$ | Average \% Difference $\left(C_{H}\right)$ |
| :---: | :---: | :---: | :---: |
| $0^{\circ}$ | $128 \times 128$ vs. $256 \times 256$ | 22.39 | 0.2274 |
|  | $256 \times 256$ vs. $512 \times 512$ | 4.3687 | 3.1439 |
| $45^{\circ}$ | $128 \times 128$ vs. $256 \times 256$ | 26.8348 | 37.6068 |
|  | $256 \times 256$ vs. $512 \times 512$ | 3.4384 | 0.2983 |
| $90^{\circ}$ | $128 \times 128$ vs. $256 \times 256$ | 1.8934 | 0.7861 |
|  | $256 \times 256$ vs. $512 \times 512$ | 0.4544 | 2.0455 |

To test for spatial convergence, we compared three different grid resolutions: a uniform $128 \times 128$ discretization, a uniform $256 \times 256$ discretization, and a uniform $512 \times 512$ discretization. We considered the following three stroke plane angles for our grid convergence study: $0^{\circ}, 45^{\circ}$, and $90^{\circ}$. We performed our simulations for the rigid wing at $\operatorname{Re}=128$. This choice was motivated by the difficulty of resolving thin boundary layers and vortex separation for the rigid wing at $\operatorname{Re}=128$. The force coefficients for the three grid resolutions showed overall good agreement for $\beta=0^{\circ}$ and $\beta=90^{\circ}$ (Fig. 2). The three grid resolutions were compared by calculating the average percent difference in force coefficients between the selected grid and the next finest grid over the last two wing beats (Table 2). The $256 \times 256$ grid was used for all simulations in our study because the average percent difference in force coefficients between this grid and the next finest grid ( $512 \times 512$ ) was $<5 \%$ for all the three stroke plane angles. The grid convergence study was performed using a custom MATLAB code.

## Wing Geometry: <br> Rigid Wing:

To model the rigid wing, we used 75 Lagrangian points. The only fiber model used for the rigid wing simulations was target points. They were used to prescribe the motion of all the Lagrangian points. Each Lagrangian point was associated with a target point and was connected to its target point using a stiff spring, i.e., a spring with zero resting length. The deformation energy of the stiff spring is as follows:


Figure 2. $C_{V}$ and $C_{H}$ as functions of dimensionless time for the rigid wing at $R e=128$ and (A) $\beta=0^{\circ}$, (B) $\beta=45^{\circ}$, and (C) $\beta=90^{\circ}$. The coefficients were calculated for the following three grid resolutions: $128 \times 128,256 \times 256$, and $512 \times 512$.

$$
\operatorname{ET}\left(\mathbf{X}_{\mathrm{M}}\right)=\frac{1}{2} k_{T}\left\|X_{M}-X_{M}^{T}\right\|^{2}
$$

where $\mathrm{k}_{\mathrm{T}}$ is the stiffness value of the stiff spring and $X_{м}$ and $X^{\top} м$ are the coordinates of the Lagrangian point and the target point, respectively. The corresponding deformation forces are as follows:

$$
\mathbf{F}_{\mathrm{T}}=-\frac{\partial E_{T}}{\partial X_{M}}=<-k_{T}\left(x_{M}-x_{M}^{T}\right),-k_{T}\left(y_{M}-y_{M}^{T}\right)>
$$

It is standard for the stiffness kT to be very large to move the Lagrangian points in a prescribed manner. The non-dimensional stiffness value $\mathrm{kt}^{\prime}$ for the rigid wing was $9.6 \times 10^{4}$. kT was non- dimensionalized in the following manner:


## Flexible Wing:

We modeled four different flexible wings for our study. Three different fiber models were used for all the flexible wings - target points, non-invariant beams, and springs. 75 Lagrangian points were used to model each wing and only the first 25 points starting from the leading edge were tethered to target points. The remainder of the wing was allowed to bend as it interacted with the fluid. The non-dimensional stiffness value of the spring associated with the target points was equal to $9.6 \times 10^{4}$ for all the flexible wings. This value was chosen arbitrarily, and it was large enough to ensure that the rigid portion of the flexible wings was moving as per the prescribed kinematics.
Two new fiber models that were used here are springs and non-invariant beams. Springs were used to model the resistance to stretching between successive Lagrangian points. We used Hookean springs to model the connections between successive Lagrangian points. Hookean springs were used because they are relatively easier to implement than other non-linear springs for the purpose of preventing the stretching of the wing during its motion. The Hookean springs implemented in this study prevented the stretching of the wing during its motion to a satisfactory extent. The elastic potential energy of a Hookean spring is as follows:

$$
E_{\text {spring }}=\frac{1}{2} k_{S}\left(\left\|X_{S L}-X_{M}\right\|-R_{L}\right)^{2}
$$

where $k_{s}$ is the spring stiffness, $R L$ is the resting length of the spring, and $X_{M}$ and $X_{s L}$ are the master and slave node coordinates, respectively.

The corresponding deformation force is given by a derivative of the elastic potential energy:

$$
F_{\text {spring }}=k_{S}\left(1-\frac{R_{L}}{\left\|X_{S L}-X_{M}\right\|}\right)<x_{S L}-x_{M}, y_{S L}-y_{M}>
$$

The non-dimensional spring stiffness $k s^{\prime}$ was equal to $9.6 \times 10^{8}$ for all the flexible wings and the resting length RL was equal to 0.0135 m which was the distance between successive Lagrangian points. This large non-dimensional value of spring stiffness was chosen to ensure minimal stretching of the wings during the simulations. ks was non-dimensionalized in the following manner:


Non-invariant beams were used to model the resistance to bending between 3 successive Lagrangian points. For a set of 3 successive Lagrangian points, say $X_{L}, X_{M}$, and $X_{R}$, a non-invariant beam was used to connect the three points. This model assumes a prescribed curvature in both x and y components between the 3 Lagrangian points with corresponding bending stiffness kNIB (Battista et al., 2017). The bending deformation forces are as follows:

$$
F_{\text {beam }}=k_{N I B} \frac{\partial^{4}}{\partial n^{4}}\left(\mathbf{X}(\mathrm{n}, \mathrm{t})-\mathbf{X}_{\mathrm{b}}(\mathrm{n}, \mathrm{t})\right)
$$

where $X(n, t)$ is the current Lagrangian configuration at time $t, X_{b}(n, t)$ is the preferred configuration of the non-invariant beam at time $t$, and KNIB is the bending stiffness of the non-invariant beam. Non-invariant beams were used to connect successive triplets of Lagrangian points over the entire wing for all the flexible wings. The non-dimensional bending stiffness of all non-invariant beams was the same for a specific flexible wing. As mentioned earlier, we modeled four different flexible wings. The non-dimensional bending stiffness values ( $\mathrm{kNIB}^{\prime}$ ) for the four wings are as follows: $3.2 \times 10^{10}$ (most flexible), $3.4 \times 10^{10}, 6.8 \times 10^{10}, 9.6 \times 10^{10}$ (least flexible). Wing flexibility is directly related to the non-dimensional bending stiffness value. Wing flexibility increases as $\mathrm{kNIB}^{\prime}$ decreases and it decreases as kNIB' increases. The prescribed curvature in both x and y directions was set to 0 for all the flexible wings. kNIB was non-dimensionlized in the following manner:

$$
k_{N I B}^{\prime}=\frac{k_{N I B}}{\rho U_{r m s}^{2} c^{3}}
$$

The following are the equations that were used to calculate the aerodynamic performance parameters for our study:

$$
\begin{array}{cc}
C_{V}=\frac{F_{V}}{\rho U_{r m s}^{2} c} & C_{T}=\frac{F_{T}}{\rho U_{r m s}^{2} c} \\
C_{H}=\frac{F_{H}}{\rho U_{r m s}^{2} c} & F_{T}=\sqrt{F_{H}^{2}+F_{V}^{2}} \\
C_{T}=\frac{F_{T}}{\rho U_{r m s}^{2} c} & \text { Aerodynamic Efficiency }=\frac{\overline{C_{V}}}{\overline{C_{T}}} \\
\text { Pseudo-efficiency }=\frac{\overline{F_{V}}}{P}
\end{array}
$$

## Results

## Rigid Wing:

We performed simulations for the rigid wing using the prescribed kinematics presented in the methods section. Each simulation consisted of four stroke cycles. Calculation of aerodynamic forces, aerodynamic efficiency, and pseudo-efficiency was done using simulation data for only the third and fourth stroke cycles that exhibited periodic variation of aerodynamic forces with non-dimensional time. Time was normalized using the stroke period. $\mathrm{C}_{v}$ and CH are shown as functions of dimensionless time during the third and fourth stroke cycles for all Re considered in this study for $\beta=0^{\circ}$ (Fig. 3), the hybrid strokes (Fig. 4), and $\beta=90^{\circ}$ (Fig. 5). For the horizontal stroke $\left(\beta=0^{\circ}\right)$, for both the half-strokes, the magnitude of the instantaneous horizontal force coefficient decreased as the Re increased. The magnitude of the instantaneous vertical force coefficient decreased with increasing $\operatorname{Re}$ until $\operatorname{Re}=64$, and then increased with increasing Re. This was true for wing rotation at the beginning of half-strokes up until mid- translation. For the majority of the remaining stroke, the magnitude of instantaneous $\mathrm{C}_{v}$ decreased with increasing $\operatorname{Re}$ until $\operatorname{Re}=16$, and then increased with increasing $\operatorname{Re}$. For the horizontal stroke, at higher $\mathrm{Re}, \mathrm{C}_{r}$ was positive for almost the entire stroke while at lower $\mathrm{Re}, \mathrm{C}_{r}$ was positive during wing rotation at the beginning of half-strokes and during majority of the translation phase and was negative during wing rotation at the end of half-strokes.

For $\beta=22.5^{\circ}$, for the downstroke, the magnitude of instantaneous CH decreased with increasing Re. For the upstroke, the magnitude of instantaneous CH decreased with increasing Re for wing rotation at the beginning up until mid-translation. For most of the upstroke beyond mid-translation, the magnitude of instantaneous CH decreased with increasing $\operatorname{Re}$ until $\operatorname{Re}=64$, and then increased with increasing Re. The magnitude of instantaneous $C_{v}$ decreased with increasing Re for the downstroke. For the upstroke, the magnitude of instantaneous $C_{v}$ decreased with increasing Re for wing rotation at the beginning up until mid-translation. For most of the remaining upstroke, the magnitude of instantaneous $C_{v}$ decreased with increasing $\operatorname{Re}$ until $\operatorname{Re}=32$, and then increased with increasing $\operatorname{Re}$. At both low and high $\mathrm{Re}, \mathrm{C}_{r}$ was positive for most of the downstroke. For the upstroke, at both low and high $\operatorname{Re}, C_{r}$ was mostly negative.

For $\beta=45^{\circ}$, the magnitude of both the instantaneous horizontal force coefficient and the instantaneous vertical force coefficient decreased as the Re increased. $C_{r}$ was positive during the downstroke and negative during the upstroke. For $\beta$ $=77.5^{\circ}$, for the downstroke, the magnitude of instantaneous CH decreased with increasing $\operatorname{Re}$ until $\operatorname{Re}=16$, and then increased


Figure 3. $C_{H}$ and $C_{V}$ as functions of dimensionless time during the third and fourth stroke cycles for the horizontal stroke. (Rigid Wing)
with increasing Re. For the upstroke, the magnitude of instantaneous CH decreased with increasing Re. This was valid from the beginning of the upstroke up until mid-translation. For most of the remainder of the translation phase, the magnitude of CH increased with increasing Re , and it decreased with increasing Re for wing rotation at the end of the upstroke. As far as $C_{v}$ is concerned, the magnitude of instantaneous $\mathrm{C}_{v}$ decreased with increasing Re for both the upstroke and the downstroke. $C_{v}$ was primarily positive for the downstroke and negative for the upstroke.

For the vertical stroke ( $\beta=90^{\circ}$ ), the variation in the magnitude of instantaneous CH with increasing Re was almost identical to the variation of the magnitude of instantaneous $\mathrm{C}_{r}$ with increasing Re for the horizontal stroke. The magnitude of instantaneous $C_{v}$ decreased with increasing Re for the vertical stroke. Like $\beta=$ $45^{\circ}, \mathrm{C}_{r}$ was positive during the downstroke and negative during the upstrokes.


Figure 4. $C_{H}$ and $C_{V}$ as functions of dimensionless time during the third and fourth stroke cycles for (A) $\beta=22.5^{\circ}$, (B) $\beta=45^{\circ}$, and (C) $\beta=77.5^{\circ}$. (Rigid Wing)

As far as maximum $C_{v}$ value is concerned, for the horizontal stroke, at higher Re, $\mathrm{C}_{\mathrm{v}}$ achieved its maximum value during wing rotation at the end of the upstroke while at lower $\mathrm{Re}, \mathrm{C}_{v}$ achieved its maximum value during wing rotation at the beginning of the downstroke.


Figure 5. $C_{H}$ and $C_{V}$ as functions of dimensionless time during the third and fourth stroke cycles for the vertical stroke. (Rigid Wing)

For $\beta=22.5^{\circ}$, at lower $\mathrm{Re}, \mathrm{C}_{v}$ achieved its maximum value during wing rotation at the beginning of the downstroke while for higher $\mathrm{Re}, \mathrm{Cv}$ achieved its maximum value during wing rotation at the end of the downstroke. For $\beta=45^{\circ}, \beta=77.5^{\circ}$, and $\beta=90^{\circ}, \mathrm{C}_{v}$ achieved its maximum value during wing rotation at the beginning of the downstroke for both higher and lower Re. For $\beta=0^{\circ}$ and $\beta=22.5^{\circ}$, maximum $\mathrm{CH}_{\mathrm{H}}$ values were higher than maximum $\mathrm{C}_{v}$ values while for $\beta=45^{\circ}, \beta=$ $77.5^{\circ}$, and $\beta=90^{\circ}$, maximum $\mathrm{C}_{v}$ values were higher than maximum CH values. Maximum $C_{v}$ value decreased as Re increased for $\beta=22.5^{\circ}, \beta=45^{\circ}$, and $\beta=$ $90^{\circ}$. For the horizontal stroke, maximum $\mathrm{C}_{\mathrm{v}}$ value decreased as Re increased until $\operatorname{Re}=16$, and then increased as $\operatorname{Re}$ increased. For $\beta=77.5^{\circ}$, maximum $C_{r}$ value decreased as $\operatorname{Re}$ increased until $\operatorname{Re}=64$, and then increased as $\operatorname{Re}$ increased. The basis for some of these results can be understood by looking at the vorticity plots of the fluid around the wing chord at $\mathrm{Re}=4$ and $\mathrm{Re}=128$ during the fourth stroke cycle (Fig. 6). Since the wing kinematics were the same for all the five stroke plane angles, the vorticity plots were quantitatively the same for all stroke plane angles at a specific Re. Vorticity plot for $\beta=22.5^{\circ}, \beta=45^{\circ}, \beta=77.5^{\circ}$, and $\beta$ $=90^{\circ}$, are equivalent to the vorticity plots for the horizontal stroke rotated in the counterclockwise sense by $22.5^{\circ}, 45^{\circ}, 77.5^{\circ}$, and $90^{\circ}$, respectively. Therefore, vorticity plots for only the horizontal stroke are included in this paper.


Figure 6. Vorticity plots of the fluid during the fourth stroke cycle at (A) $\operatorname{Re}=4$ and (B) $\operatorname{Re}=128$ shown at (i) the beginning of downstroke, (ii) midway through downstroke, (iii) beginning of downstroke, (iv) midway through upstroke. The color map displays the fluid vorticity (Red counterclockwise rotation, Blue - clockwise rotation) (Rigid Wing).

Fig. 6 shows the vorticity plots of the fluid around the rigid wing during the fourth stroke cycle at $\operatorname{Re}=4$ and $\operatorname{Re}=128$. For $\operatorname{Re}=4$, leading edge (LEV) and trailing edge (TEV) vortices were formed during wing rotation at the beginning of the downstroke, and they remained attached to the wing during the entire translation phase of the downstroke. These vortices were shed during wing rotation at the end of the downstroke and new vortices were formed during wing rotation at the beginning of the upstroke. They remained attached to the wing during the entire translation phase of the upstroke and were shed during wing rotation at the end of the upstroke. For $\mathrm{Re}=128$, the vorticity plots were significantly different. A LEV and a TEV were formed during wing rotation at the beginning of the downstroke. The LEV remained attached to the wing during the entire translation phase of the downstroke while the TEV was shed midway through the downstroke. The LEV was shed during wing rotation at the end of the downstroke. New vortices were formed during wing rotation at the beginning of the upstroke. Like the downstroke, the LEV remained attached to the wing during the entire translation phase of the upstroke while the TEV was shed midway through the upstroke. As can be concluded, vortex shedding for $\mathrm{Re}=4$ was symmetric while that for $\mathrm{Re}=128$ was asymmetric.


Figure 7. $\overline{C_{V}} / \overline{C_{T}}$ as a function of $R e$ for all stroke plane angles considered in this study (to the left of the figure) and $\overline{F_{V}} / \bar{P}$ as a function of Re for all stroke plane angles considered in this study (to the right of the figure) (Rigid Wing).

Aerodynamic efficiency ( $\mathrm{C}_{\mathrm{v}} / \mathrm{C}_{\mathrm{T}}$ ) and pseudo-efficiency ( $\mathrm{F}_{\mathrm{v}} / \mathrm{P}$ ) were calculated as functions of Re for the rigid for all stroke plane angles considered in this study. $\mathrm{C}_{v}$ and $\mathrm{C}_{T}$ were averaged over the third and fourth stroke cycles and similarly, pseudo-efficiency was calculated using the simulation data for only the third and fourth stroke cycles.

Fig. 7 shows the variation of these quantities with Re for the rigid wing for all stroke plane angles considered in this study. For both $\beta=0^{\circ}$ and $\beta=77.5^{\circ}, \mathrm{C}_{v} / \mathrm{CT}$ and $\mathrm{F}_{\mathrm{v}} / \mathrm{P}$ increased monotonically with increasing $\operatorname{Re}$. For $\beta=22.5^{\circ}$, aerodynamic efficiency increased monotonically with increasing Re while pseudo-efficiency increased with increasing $\operatorname{Re}$ until $\operatorname{Re}=64$ and then decreased with increasing Re. For $\beta=45^{\circ}$ and $\beta=90^{\circ}$, both $\mathrm{C}_{v} / \mathrm{C}_{\mathrm{t}}$ and $\mathrm{F}_{v} / \mathrm{P}$ increased with increasing Re until $\operatorname{Re}=64$ and then decreased with increasing Re. The horizontal stroke generated more $\mathrm{C}_{v} / \mathrm{C}_{\mathrm{T}}$ than the hybrid and the vertical strokes at all Re considered in this study. Same was the case for the pseudo-efficiency ( $\mathrm{F}_{\mathrm{v}} / \mathrm{P}$ ).

## Flexible Wings:

As mentioned earlier, we modeled four different flexible wings for our study. The focus of this section is on the variation of aerodynamic efficiency and pseudo-efficiency with wing flexibility at $\operatorname{Re}>100$ and Re relevant to small insect flight for all stroke plane angles considered in this study:

Variation of Aerodynamic Efficiency with wing flexibility:

Fig. 8 shows aerodynamic efficiency $\left(\mathrm{C}_{v} / \mathrm{C}_{T}\right)$ as a function of Re for all the wings at all stroke plane angles considered in this study. At $\operatorname{Re}>100$, for $\beta=0^{\circ}$ and $\beta=45^{\circ}, C_{v} / C_{T}$ increased with increasing wing flexibility until $\mathrm{kNIB}^{\prime}=6.8 \times 10^{10}$, and then decreased with increasing wing flexibility. For $\beta=22.5^{\circ}, \mathrm{C}_{v} / \mathrm{CT}_{\mathrm{T}}$ increased with increasing wing flexibility until $\mathrm{KNIB}^{\prime}=3.4 \times 10^{10}$, and then showed a decrease for the most flexible wing. For $\beta=77.5^{\circ}$ and $\beta=90^{\circ}, C_{v} / C_{T}$ initially decreased with increasing flexibility, then increased with increasing wing flexibility until $\mathrm{kNIB}^{\prime}=3.4 \times 10^{10}$, and then showed a decrease for the most flexible wing.

At Re pertinent to small insect flight, for $\beta=0^{\circ}$ and $\beta=45^{\circ}, \mathrm{C}_{\mathrm{v}} / \mathrm{CT}_{\mathrm{t}}$ initially decreased with increasing wing flexibility, then increased with increasing wing flexibility until $\mathrm{kNIB}^{\prime}=6.8 \times 10^{10}$, and then decreased with increasing flexibility. For $\beta=22.5^{\circ}$ and $\beta=77.5^{\circ}, C_{v} / C_{T}$ decreased monotonically with increasing wing flexibility. For $\beta=90^{\circ}, \mathrm{C}_{v} / \mathrm{C}_{\tau}$ decreased with increasing wing flexibility until $\mathrm{kNIB}^{\prime}=3.4 \times 10^{10}$, and then showed an increase for the most flexible wing.


Figure 8. $\overline{C_{V}} / \overline{C_{T}}$ as a function of Re for all wings considered in this study for (i): $\beta=0^{\circ}$, (ii) : $\beta=$ $22.5^{\circ}$, (iii) : $\beta=45^{\circ}$,(iv) : $\beta=77.5^{\circ},(v): \beta=90^{\circ}$.

## Variation of Pseudo-efficiency with wing flexibility:

Fig. 9 shows pseudo-efficiency ( $\mathrm{Fv}_{\mathrm{v}} / \mathrm{P}$ ) as a function of Re for all the wings at all stroke plane angles considered in this study. At $\operatorname{Re}>100$, for $\beta=0^{\circ}$ and $\beta=45^{\circ}$, $\mathrm{Fv}_{\mathrm{v}} / \mathrm{P}$ initially decreased rapidly with increasing flexibility, and then decreased monotonically with increasing flexibility at a relatively smaller rate.


Figure 9. $\overline{F_{V}} / \bar{P}$ as a function of Re for all wings considered in this study for $(i): \beta=0^{\circ},(i i): \beta=$ $22.5^{\circ}$, (iii) : $\beta=45^{\circ}$, (iv) : $\beta=77.5^{\circ}$, (v) : $\beta=90^{\circ}$.

For $\beta=22.5^{\circ}, \mathrm{Fv}_{\mathrm{v}} / \mathrm{P}$ decreased with increasing wing flexibility until $\mathrm{kNiB}=6.8$ $\times 10^{10}$, then showed an increase for $\mathrm{kNIB}^{\prime}=3.4 \times 10^{10}$, and then decreased with further increase in flexibility. For $\beta=77.5^{\circ}$, $\mathrm{Fv} / \mathrm{P}$ initially decreased with increasing wing flexibility, then increased with increasing flexibility until $\mathrm{kNIB}^{\prime}=$ $3.4 \times 10^{10}$, and then showed a decrease for the most flexible wing. For $\beta=90^{\circ}$, $\mathrm{F}_{\mathrm{v}} / \mathrm{P}$ increased with increasing wing flexibility until $\mathrm{kNIB}^{\prime}=3.4 \times 10^{10}$, and then showed a slight decrease for the most flexible wing.

At Re relevant to the flight of the smallest insects, for $\beta=0^{\circ}, \beta=22.5^{\circ}$, and $\beta=$ $45^{\circ}, \mathrm{Fv}_{\mathrm{v}} / \mathrm{P}$ decreased with increasing wing flexibility until $\mathrm{kNIB}^{\prime}=3.4 \times 10^{10}$, and then increased with increasing wing flexibility. For $\beta=77.5^{\circ}, \mathrm{Fv}_{\mathrm{v}} / \mathrm{P}$ decreased monotonically with increasing wing flexibility. For $\beta=90^{\circ}, \mathrm{Fv} / \mathrm{P}$ increased with increasing wing flexibility until $\mathrm{kNIB}^{\prime}=6.8 \times 10^{10}$ and then decreased with increasing flexibility.

## Discussion

The results of this study imply that: (1) at Re relevant to small insect flight, aerodynamic efficiency decreases monotonically with increasing stroke plane angle regardless of wing flexibility; (2) at Re pertinent to the flight of the smallest insects, adding flexibility to a rigid wing depreciates aerodynamic efficiency regardless of the stroke plane angle - a rigid wing is aerodynamically more efficient than flexible wings at all stroke plane angles. Implication (1) agrees with the paper of Jones et al. where they suggested that for the smallest flying insects, a liftbased mechanism generates more $\mathrm{C}_{\mathrm{v}} / \mathrm{C}_{\mathrm{T}}$ than a drag-based mechanism (vertical stroke) (Jones et al., 2015).

Our study also took energy considerations into account. As stated in the introduction section, we defined a new dimensional quantity, pseudo-efficiency, which is the ratio of the average vertical force generated by a wing to the average power delivered by the wing to the surrounding fluid, to establish a measure of energy efficiency. The results of our study imply that: (1) at Re relevant to the flight of the smallest insects, pseudo-efficiency decreases monotonically with increasing stroke plane angle regardless of wing flexibility, (2) at Re relevant to small insect flight, adding flexibility to a rigid wing deteriorates pseudo-efficiency regardless of the stroke plane angle - a rigid wing is energetically more efficient than flexible wings at all stroke plane angles.

Flexibility has been shown to play an important role in drag reduction in biological structures (Miller and Peskin, 2004, 2009; Alben et al., 2002). Our results indicate that it plays an important role in augmenting aerodynamic efficiency in insect flight at high Re. However, our study has also shown that it negatively impacts energy efficiency in insect flight. In general, a rigid wing outperforms flexible wings in terms of energy efficiency in insect flight.

## Conclusions

Our study indicates that increasing the stroke plane angle negatively impacts aerodynamic efficiency and pseudo-efficiency for all wing flexibilities and adding flexibility to a rigid wing deteriorates both its aerodynamic efficiency and pseudo-efficiency at all strokes a rigid wing deteriorates both its aerodynamic efficiency and pseudo-efficiency at all stroke plane angles in the flight of the smallest insects. A drag-based vertical stroke is inferior to both horizontal and hybrid strokes in terms of pseudo-efficiency and aerodynamic efficiency at almost all $\operatorname{Re}$ regardless of the wing flexibility, and this could explain why we are not aware of any small insects that use drag-based strokes at very low Re. A frequently observed trend in our results was that both aerodynamic efficiency and pseudo-efficiency increased with increasing Re. The smallest insects, however, restrict their flight to low Re. This was a simplified study that utilized 2D kinematics and symmetrical strokes. Further insight could be obtained into the flight of the smallest insects by considering additional flight strategies like bristled wings and wing-wing interactions.

Our study only analyzed aerodynamic efficiency and pseudo-efficiency as the driving factors behind the choice of flight mechanism in the smallest insects. However, there are several other factors that influence the choice of flight strategy in the smallest insects. Stability and control, maneuverability, and wing strength are some of the many factors that influence the type of flight mechanisms that the smallest insects employ. It is important to consider these factors while investigating the flight of the smallest insects in the future to gain a more complete understanding of small insect flight. The overall flight strategy is a result of compromise among many factors and not just aerodynamic efficiency and energy efficiency. Further, the wing strokes need not always be symmetrical like they were in this study. Many insects have been observed to use asymmetrical strokes (Jones et al., 2015), i.e., strokes where the upstroke and the downstroke are asymmetrical. The tiny insect Encarsia formosa, for instance, has been observed to have a faster upstroke than downstroke (Weis-Fogh, 1973). Future two-dimensional studies should implement asymmetrical strokes to arrive at more practical results. The asymmetry of strokes coupled with the vortical asymmetry presented in fig. 6 could provide more insight.

This study was primarily two-dimensional in nature, and it would certainly differ from a three-dimensional study that more closely mimics real life insect flight. A two-dimensional study fails to capture the spanwise flow effects observed in three dimensions.

These effects may lead to vortex shedding patterns and crossflow that are different from those observed in two-dimensions which, in turn, could result in the aerodynamic performance of 3-D wings being different from that of 2-D wings. Also, since our study was two-dimensional in nature, the wing flexibility was constant along the span. In future three-dimensional studies, the degree of flexibility along the wingspan could be varied to simulate real life insect wings more closely and thus, arrive at more accurate results. These studies could also consider wing-wing interactions like the clap and fling mechanism that is believed to be employed by the smallest insects (Weis-Fogh, 1973). They could also consider the impact of the presence of the insect body between the two wings on the overall flow behavior. We utilized a linear stroke plane in our study. However, the wing tips of many insects have been found to trace out patterns shaped like ovals, parabolas, or a simple figure of eight. Future work could employ these patterns to investigate flight in the smallest insects more rigorously. Extensive efforts are required in the future to completely unravel the complexities of flight in the smallest insects.
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